
We train with human explanations 
to create more robust NLI models, 
paying more attention to the words 
that humans think are important.

1. 3.2.
We achieve this by creating a 
desired attention distribution, 
based on the content of the e-SNLI 
human explanations.

An auxiliary loss encourages more 
attention to this distribution, supervising 
either: 1) existing attention heads, or 2) 
an additional attention layer.

We see significant improvements 
in ID and OOD performance from 
both approaches.

4. 5. More attention is paid to the premise, even in the layers before the supervised 
layer, helping to mitigate the hypothesis-only bias. We also see less attention paid 
to stop-words and more attention paid to nouns, verbs and adjectives.

Baseline attention to premise*:     22.86%
Supervised attention to premise*: 50.89% 
* Attention to premise and 1st [SEP] token

Proportion of attention by PoS tag:

Performance compared to our BERT baseline:

Improvements compared to prior work: Most attended to words:Proportion of attention to the premise:

e-SNLI human explanations:
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